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Abstract: As semiconductor technology has evolved, the convergence of a large series of processing 
cores on a single silicon chip known as a System on Chip (SoC) [1] has expanded substantially. With 
the increase in the applications for modern technology, the amount of computational power that can be 
handled on a single chip has greatly expanded. The Network on Chip (NoC) has successfully replaced 
the traditional bus-based mode of transportation in order to satisfy the SoC connectivity standards.  
NoC is an on-chip communication strategy aimed at reconciling inter-core and system messages in 
tandem. The NoCs are also scalable since, it overcomes network congestion, area utilization and 
operates at higher frequencies. Congestion is also a critical part of any wireless networks against 
packet loss and latency. This motivated us to design and implement a FPGA based router architecture 
for Network on Chip. The goal of this research paper is to efficiently propagate data packets to their 
intended destination and thereby, the network parameters such as area and transmission rate are 
considered to improve the performance of the network. 

Keywords: FPGA Implementation; Network-On-Chip Architecture; Round Robin Scheduling, Virtual 
Channel Allocator. 

 

1 Introduction 
Network-on-Chip (NoC) has evolved as an effective communication mechanism for 
Chip Multiprocessors. As the number of intensive applications increases, so would the 
communication between cores. This causes network congestion and degradation in 
the performance of the network. Congestion management is a critical issue in any 
network. An efficient Network-on-Chip (NoC) architecture with dynamic routing, 
congestion control and fault tolerance are proposed in this research paper. The coding 
is done in the standard System Verilog language and implemented on the Digilent 
Zybo Z7-10 FPGA board. The Round robin scheduling block determines, which packet 
should be routed next based on the priority of the packets. The dynamic memory block 
is presented in this architecture that stacks all data packets arriving from neighboring 
routers and accepts or discards additional data requests based on the status of the 
memory block. Following that, the packets will be forwarded to the correct destination 
using the X-Y routing algorithm and also based on the acknowledgment reception 
method proposed in this research work. This research paper is organized as follows.  
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Section 2 discusses the proposed architecture and its related blocks in detail followed 
by section 3, fault tolerance techniques adopted for the two-dimensional architecture 
is explained. In the final inference, the FPGA implementation and its results are 
discussed in section 4. 

2 Proposed architecture 

The proposed Network-on-Chip (NoC) router architecture is implemented using a 
bottom-up technique [2] where, each module being designed in the System Verilog [3] 
language. The communication between different NoC modules through up-stream and 
down-stream ports are shown in Figure 1 where, the East, West, North, South and 
local ports are attached to the router.  

For efficient packet routing between the routers, many handshaking signals are 
exchanged between the up-stream and down-stream ports. The data packets arrive 
in any direction and the router channels these data packets efficiently. The signals 
is_valid is used to check the status of FIFO/Buffer, which indicates the availability of 
the next router and if available an acknowledgement signal will be received. The 
is_on_off signal is used as a start signal and is_allocatable allocates the location in 
FIFO/Buffer where, the data has to be stored. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Proposed internal architecture of a single NoC 
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The fault-tolerant NoC architecture is a novel technique introduced in this research 
that allows the data packets to be routed around the faulty or defective routers. The 
objective of this method is to allow, routers to communicate without causing any 
communication problems. 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Figure 2: Internal Architecture of a Single NoC Router 
 
The Figure 2 shows, the projected internal architecture of a single NoC router which 
comprises of Input block, Virtual Chanel Allocator (VCA), Switch allocator (SA) and 
Crossbar module. The data arrives at any of these input ports and stored in the input 
block's small memory before, being mapped into the virtual memory through the 
Virtual Chanel Allocator.  
The Switch Allocator and Crossbar module now transmits, the data packet to the next 
router based on the priority and availability of the channels. If the virtual channel 
memory of the next router is free, then only the data packet will be accepted; 
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otherwise, it will be denied. If the next router’s VC channels are busy then, memory 
status full will be set high. The X-Y routing algorithm is employed to generate a 
redundant path, ensuring that the packets reach its destination on time. The ability to 
identify the memory status of immediate neighbors allows for quick and precise 
congestion identification, which intern leads to a congestion prevention mechanism. 
The Internal architecture of a single NoC Router blocks in the Figure 2 are explained 
in the following sections. 
 
A. Input block 
 
The Input block's major function is to receive data and other requests from the 
neighboring router. It is referred to as upstream signals in the Figure 2. This block  
 
comprises tiny memory module and a Controller. The virtual memory module is 
attached to this tiny memory module. This block serves as a temporary storage 
location for intermediate data. An additional signal is used to indicate the memory 
status signal and the acknowledgement signal. The controller design is built using 
counter related logic [4]. 
 
B. Virtual Channel Allocator:  
 
The Virtual Channel Allocator (VCA) module produces a request matrix as an input to 
the input-first allocator block, the matrix is produced based on the availability of virtual 
channels at the destination downstream input port. The VCA module produces the 
identifiers for the virtual channels at downstream routers for the input buffers. The 
internally computed grant matrix is activated only if, the contention [5] is resolved in 
the network.  
The basic operation of the circular buffer is shown in the Figure 3, which generates 
virtual channels. The data enters into the VCA’s circular buffer and the packets are 
enqued in the circular fashion. The ‘head’ and ‘tail’ will be incremented and 
decremented accordingly. Finally, based on availability of the channels in the next 
block, the data will be dequed from the circular buffer for further processing. 
The overall architecture is simpler due to the absence of the sophisticated address 
generator circuitry. 
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Figure 3: Circular Buffer architecture 
 
C. Switch Allocator block 
 
By encapsulating a separate input-first allocator and thereby delivering control signals 
to the crossbar module the input buffers and the switch allocator module eliminates 
the conflict between input buffers for access to the crossbar switch. Access to the 
shared crossbar switch depends on, the previous grant signals for the resources (with 
a Round-Robin policy [6]) and also depends upon the availability in the downstream 
virtual channel. 
The proposed router in the Figure 4, consists of the distributive Round Robin Arbiter 
(RRA) architecture with five requests and five grant signals. Only mesh-based NoC 
router architectures are acceptable for the Round Robin Arbiter (RRA). When the 
number of requests is minimal, the network's performance is high. When the RRA is  
 
overloaded with requests, the latency and area occupancy increase. This leads to the 
performance degradation in the network. In order to overcome these limitations, an 
enhanced RRA arbiter module has been proposed which mainly has two components 
the counter and the multiplexer.  
The counter acts as select line to the Multiplexer (nx1) in a circular manner and the 
enable/disable signal of the counter is activated by the grant signal of multiplexer 
hence, the counter is dependent on the multiplexer. The multiplexer's purpose is to 
transport data from the input to the output ports, which is dependent upon on counter's 
selection lines. Because of its distributive nature, the arbiter functions well when the 
number of inputs is high and occupancy is low.   
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Figure 4: Proposed Round Robin Arbiter (RRA) architecture 

 
D. Crossbar 
Packets can be sent from each input port to the router's output port. The packets from 
the input port are propagated to the switch allocator's auxiliary module through the 
output terminal [7]. 

3 Fault Tolerance Technique 
 
The fault tolerance technique presented in this work is distinguished by the use of 
additional data paths that allows for routing around defective routers. The goal of this 
strategy is to allow communication between the non-functional routers in an effective 
manner. An acknowledgement from the receiver is essential to understand whether, 
the packet has reached the destination successfully or not. This further indicates that, 
the router is free and ready to accept a greater number of packets. In case, any 
malfunction like Stuck at zero (SA-0) and Stuck at one (SA-1) in the receiving router, 
an acknowledgement is not sent to the transmitting router. This proposed technique 
avoids the extra circuitry required for checking the status of the router. 
 

 
 
 
 
 
 
 
 
 

 

Figure 5: Example: Here the routers 0 and 5 are faulty, packets are routed from router 
2 to router 6. 

 
The proposed technique in the Figure 5 uses a novel concept to mitigate loss of 
packets due to faulty routers present in the network. The routers 0 and 5 are the faulty 
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routers in this scenario, even with two failed routers, the packets are delivered to its 
intended destination successfully. It is evident that the proposed architecture supports 
the faulty routers during the packet’s transmission and also when various flits of the 
packet that are in transmission are stored in the routers buffer. In this instance, each 
router must include an error control mechanism to allow the packet to be re-
transmitted. 
The X-Y routing algorithm is modified to appropriately fit into the proposed 
architecture. The algorithm leads the flits along the axis X at first and when they reach 
the same column as the router's destination, the transition to the axis Y is 
accomplished. Suppose, that router incharge is transmitting data from the X to the Y 
axis and the algorithm's differential is apparent if the route fails. The suggested 
acknowledgement-based routing algorithm reconfigures data routes to avoid the faulty 
router and the flit is also sent to the router in the adjacent column but then again, on 
the same path. Later, this router takes responsibility of directing the packets/flits to the 
Y axis. 
The X-Y forwarding method computes the route during congestion and fault tolerance. 
The source node addresses in Pseudocode-1 are sx and sy, and the destination node 
addresses are dx and dy, respectively. The input and output ports are defined by the 
‘inPort’ and ‘OutPort’. If the acknowledgement is 1, then the current node addresses 
cx and cy are checked with dx and dy. If the current and destination addresses are 
same, the information is delivered to the local port from which, it is forwarded to the 
next router. 
If the target node's x-axis address is greater than the existing node's x-axis address, 
the message is routed to the East channel; otherwise, the information is delivered to 
the West port. When the packet has completed its route along the X-axis, the Y-axis 
addresses are verified; if the destination node's Y-axis address is larger than that of 
the existing node's Y-axis, the message is passed towards the North port; otherwise, 
it is transmitted to the South port. These cases are considered when the Ack value is 
1. 
 
The case is different if, the acknowledgement is 0, then the current node addresses 
cx and cy are checked with dx and dy. If the current and destination addresses are 
same, the information is delivered to the local port, from which it is forwarded to the 
next router. If the target node's x-axis address is greater than the existing node's x-
axis address, the message is routed to the West channel; otherwise, the information 
is delivered to the East port. When the packet has completed its route along the X-
axis, the Y-axis addresses are verified; if the destination node's Y-axis address is 
larger than that of the existing node's Y-axis, the message is passed towards the 
South port; otherwise, it is transmitted to the North port.  The Pseudocode 1 is given 
below, 
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Pseudocode 1: 
Source node: (sx,sy); Destination node(dx,dy); 
Existing router: (cx,cy); Input port: inPort; 
Output port: outPort; 
if Ack==1; 
if (cx == dx) & (cy == dy) then 
Exit after delivering the message to the local port. 
else 
if dx > cx then 
outPort  EAST 
otherwise 
if dx < cx then 
outPort  WEST 
else 
if dx == cx then 
if dy > cy then 
outPort  NORTH 
else 
if dy < cy then 
outPort  SOUTH 
else if Ack=0 
if (cx == dx) & (cy == dy) then 
Exit after delivering the message to the local port. 
else 
if dx > cx then 
outPort  WEST 
else 
if dx < cx then 
outPort  EAST 
else 
if dx == cx then 
if dy > cy then 
outPort SOUTH 
else 
if dy < cy then 
outPort NORTH 
 
 

4. Results and Discussion 

The proposed NoC architecture's performance is assessed using simulation and 
synthesis results, as well as comparisons to certain existing methodologies. The 
simulation results are obtained using the Xilinx Vivado tool, while the synthesis results 
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are obtained using Vivado 2018.3 [8]. 

 

4.1  Timing analysis: - 

The Figure 6 depicts, the timing analysis of the suggested architecture in which, each 
operation is executed differently and requires different clock cycles. Each task 
requires one clock cycle for each intermediate operation, resulting in a total of six clock 
cycles for data transmission between routers 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Timing analysis of the proposed NoC 

 

4.2  Simulation results 
 
The simulation results of the proposed NoC router architecture are shown from Figure 
7 to Figure 12 for different states are given below. 
 

A. Data transfer to the East Port: 
The simulation waveform of the proposed architecture is shown in the Figure 7 where, 
the current router address is Cx=0 and Cy=0 and destination address are Cx=0 and 
Cy=1 respectively.  
 
The information is sent at 500ns and it is sent out through the East output port at 
500ns successfully. The other variables are clock-‘clk’, reset-‘rst’, chip enable-‘ce’, 
request signals to transmit through ports i.e., e_req, w_req, n_req, s_req and l_req 
respectively. The output ports are data_out_e for East, data_out_w for West, 

Tasks 
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data_out_n for North, data_out_s for South and data_out_l for Local. 
 

 

Figure 7: Simulation waveform to data transfer to the East Port 
 
B. Data transfer to the West Port: 

 
The simulation waveform of the proposed architecture is shown in the Figure 8 where, 
the current router address is Cx=0 and Cy=2 and destination address are Cx=0 and 
Cy=1. Now, depending upon the routing algorithm, the data present in the virtual 
memory is routed to the West port after multiple iterations. 

The information is entering through the data_in [12:0] port which is of totally 
13bits according to the format. The information is sent at 500ns and it is sent 
out through the West output port at 500ns successfully. 
 

 

 

 

Figure 8: Simulation 
waveform to data 
transfer to the West 
Port 
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C. Data transfer to the North Port: 

 
The simulation waveform of the proposed architecture is shown in the Figure 9 
where, the current router address is Cx=1 and Cy=1 and destination address 
are Cx=0 and Cy=1. Now, depending upon the routing algorithm and after 
repetitive iterations, the data present in the virtual memory is routed to the North 
port. The data is received via the data in [12:0] port. The data is transferred at 
500ns and effectively sent out via the East output port. 
 

 

 

 

 

 

 

Figure 9: Simulation 
waveform to data 
transfer to the North 
Port 

 

D. Data transfer to the South Port: 

 
The proposed architecture's simulation waveform is presented in Figure 10 
where, the current router address is Cx=0 and Cy=0 and the destination 
address is Cx=1 and Cy=0. The data in the virtual memory is now transmitted 
to the south port after many iterations. 
 
The data is received through the data in [12:0] port, which has a total of 13 bits 
in length. The data is transferred at 500ns and successfully sent out over the 
East output port at 500ns. 
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Figure 10: 
Simulation 
waveform to data 
transfer to the 
South Port 

 

E. Data transfer to the Local Port: 

 
The simulation waveform of the proposed architecture is shown in the Figure 
11 where, the current router address is Cx=0 and Cy=0 and destination address 
are Cx=0 and Cy=0. The Local port is utilized when, the data belongs to the 
same router. Now, depending upon the routing algorithm, the data is routed to 
the local port itself. The data ‘01100000’ is sent to the local port. 
 

 

Figure 11: Simulation waveform to data transfer to the Local Port 

 

4.3  Verification 

The congestion scenarios cannot be shown in the simulation waveforms due to 
various constraints. As a result, the congestion conditions are detected using a 
generic script and is shown in the Figure 12. 
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The whole router architecture is verified using the test-bench technique, which 
is written using the System Verilog language. Random source and destination 
address packets are generated using the random operator [9] in the System 
Verilog tool to improve test coverage. 

 
The output from the router block is compared with the actual output and 
depending on this comparison, the test results are generated. The snapshot of 
some random test result is shown in the Figure12 where, different packet IDs, 
source and destination address are used for higher degree of verifications. 
From the Figure 12, it can be seen that different data packets are fed into the 
network in different network environments (i.e., normal and congested).  

 
The text file results are generated after the simulation. The congestion 
avoidance is used when, the packet encounters the congestion in the NoC 
network. Different ports are detected to determine their availability in order to 
efficiently propagate the data packets. The packets are sent to the next router 
if the ports are available. 

 
In Figure 12 consider, in the first scenario the port number 20 is examined; if 
the port 20 is unavailable, the next ports will be sensed simultaneously. Later, 
the port number 25 is identified and it is available at this time. Then, the data is 
immediately pushed into this port. If the ports are not free or the network is 
congested then an alternate route is selected and the data will be processed 
next. 
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Figure 12: Text file generated for the congestion control 

 

4.3  Synthesis results 

 

The synthesis result shows, the entire schematic implementation and its 
utilization in terms of Slices, LUT’s and delay on the targeted FPGA Board. In 
our case, Xilinx Zybo Z7-10 board is used to validate the results. 

 
The RTL diagram shows, the gate level connections for the entire module. As 
shown in Fig.13, the Xilinx tool generated the enhanced design using generic 
symbols such as adders, multipliers, counters, AND gates and OR gates. 
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Figure 12: RTL Schematic of the Proposed NoC Router 

 

4.4  FPGA Implementation 

 
The proposed architecture is coded in the system verilog language and 
implemented on a Xilinx Zybo Z7-10 FPGA board. The suggested architecture's 
hardware utilizations are shown in Table 1 and the Vivado 2018.3 tool is utilized 
for synthesis. 

Table 1: Hardware utilization of the proposed router 

 
Parameters Hardware Utilizations 

Router Network 

Slice LUT 2874 11093 

Flip-flop 2195 8826 

BUFG 1 1 
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4.5  Comparison with the existing techniques 
 

With the approaches described by Jayaprakash. M et al., [10], the suggested 
architecture is compared with existing architecture in terms of hardware 
utilization in Table 2. It is clearly visible that the number of Flipflops and Slice  
 

LUTs are reduced based on the optimization techniques used in the 
architecture. 
 

Table 2: Hardware utilization of the proposed router with the existing router 

 
Parameters Jayaprakash.M et al. [10] Proposed 

FPGA Zynq-7 Zynq-7 

Slice LUT 4287 2874 

Flip-flop 4252 2195 

 

 

5. Conclusions 

This research paper proposes a smart NoC architecture with collision prevention and 
fault tolerance techniques. The suggested architecture is implemented on a Zybo Z7-
10 FPGA board and coded in System Verilog. Using an efficient X-Y routing algorithm, 
the architecture prevents congestion and redirects the data packets. The hardware 
utilization of a single router is compared to that of existing router architectures, the 
comparison table reveals that the suggested architecture consumes fewer hardware 
resources thus, lowering network area occupancy effectively. 
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